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Tractatus Cultural DNA Rules

Version: 1.0 Date: October 2025 Status: Active in Production Source: .claude/instruction-

history.json (inst_085-089 + Refinement 3)

Overview

Tractatus Cultural DNA rules encode the framework's philosophical approach to AI governance

communication. These rules enforce architectural governance at the content level—preventing

marketing language, false certainty, and recruitment tactics from entering public documentation.

Core Philosophy:

1. Grounded in operational reality - "At the coalface" where AI agents operate

2. Honest about uncertainty - "We think it will work but don't know yet"

3. One approach, not the only answer - No monopoly on solutions

4. Awakening focus - Help organizations discover gaps, not recruit users

5. Architectural over behavioral - Structural enforcement, not training

These rules are enforced through:

Pre-commit hooks (automated rejection of violations)

Framework components (CrossReferenceValidator, BoundaryEnforcer)

Cultural sensitivity audits (PluralisticDeliberationOrchestrator)

Rule inst_085: Grounded Language Requirement

Quadrant: STRATEGIC Persistence: HIGH Enforcement: Pre-commit hook +

CrossReferenceValidator
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Rule Text

All public-facing content must use grounded operational language, not abstract governance theory.

Avoid terms like 'comprehensive', 'holistic', 'best practices', 'ensures'. Focus on specific

mechanisms and operational reality at the coalface where AI agents operate.

Prohibited Abstract Terms

comprehensive

holistic

best practices

ensures

guarantees

proven

complete

total

absolute

Encouraged Operational Terms

at the coalface

architectural constraints

blocks violations

prevents exposure

enforces boundaries

Context Exceptions

Prohibited terms ARE allowed in:

Quoted examples (showing what NOT to say)

Criticism of other approaches (explaining why "comprehensive AI governance" is marketing)

Examples

❌ BAD: "Tractatus ensures comprehensive AI governance" ✅ GOOD: "Tractatus provides

architectural constraints at the coalface where AI agents operate"
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❌ BAD: "Framework implements best practices" ✅ GOOD: "Framework blocks violations before

they reach production"

❌ BAD: "Holistic approach to AI safety" ✅ GOOD: "Structural mechanisms that prevent

credential exposure"

Rationale

Abstract governance theory creates distance from operational reality. Terms like "comprehensive"

and "holistic" signal marketing positioning rather than technical honesty. Tractatus operates at the

coalface—where AI agents make decisions—not at the level of governance theater.

Rule inst_086: Honest Uncertainty Disclosure

Quadrant: STRATEGIC Persistence: HIGH Enforcement: Pre-commit hook + BoundaryEnforcer

Rule Text

All claims about framework effectiveness must acknowledge development stage and validation

limits. Disclose what's validated (single-project context, ~500 sessions, 6 months) vs. what's

unknown (multi-org deployments, different tech stacks, formal audits). This rule extends to

GDPR/privacy: honest disclosure of data handling, not false assurances.

Required Disclosures

What Tractatus HAS validated:

Single-project deployment over 6 months

~500 Claude Code sessions

Architectural blocking mechanisms functional

Audit trails captured governance decisions

What Tractatus has NOT validated:

Multi-organization deployments

Different technical stacks (beyond Node.js/MongoDB)

Formal compliance audits

Controlled comparative studies
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Scale beyond single project

GDPR Extension (Refinement 1)

Privacy claims must disclose actual practices:

"Tractatus stores data in MongoDB (local or cloud)" NOT "Tractatus provides privacy"

"Defense-in-depth: credentials never in DB + vault + .gitignore + pre-commit hook" NOT

"Tractatus solves credential security"

"User controls data location" NOT "Tractatus provides complete GDPR compliance"

Examples

❌ BAD: "Tractatus solves AI governance for organizations" ✅ GOOD: "Tractatus validated

architectural governance in single-project context—effectiveness in your environment calls for your

evaluation"

❌ BAD: "Framework proven across industries" ✅ GOOD: "Framework validated in software

development context—adaptation to other domains needs research"

❌ BAD: "Tractatus provides GDPR compliance" ✅ GOOD: "Tractatus provides audit trail

infrastructure that may support compliance efforts—legal counsel should validate sufficiency"

Rationale

Early-stage frameworks claiming universal effectiveness undermine credibility. Honest uncertainty

builds trust with sophisticated audiences who can evaluate fit for their context. GDPR

consciousness protects users from false privacy claims.

Rule inst_087: One Approach Framing

Quadrant: STRATEGIC Persistence: HIGH Enforcement: CrossReferenceValidator +

BoundaryEnforcer

Rule Text

Present Tractatus as one architectural approach to AI governance, not the universal solution.

Acknowledge alternative approaches exist and may be more appropriate depending on context.

Organizations with different risk profiles, technical capacity, or regulatory requirements may need

5 / 13



different solutions. This rule embeds value-plural positioning: organizations navigate their own

value conflicts.

Required Framing Elements

1. Explicit alternatives acknowledgment

2. Context-dependent appropriateness

3. No monopoly on solutions

4. Value-plural positioning: Multiple moral frameworks are legitimate

Alternative Approaches to Include

Enhanced policy-based governance (training + oversight)

Custom internal governance systems (tailored to context)

Third-party governance platforms (if they exist)

Defer AI deployment (until governance mechanisms mature)

Value-Plural Extension (Refinement 5)

Organizations hold different moral values (utilitarian efficiency vs deontological rights vs virtue

ethics). Tractatus doesn't impose one moral framework—it provides architecture for organizations

to enforce THEIR chosen values.

Examples:

Organization A prioritizes efficiency → Configure rules for speed

Organization B prioritizes rights → Configure rules for consent

Organization C prioritizes virtue → Configure rules for character

All three can use Tractatus architecture with different value configurations

Examples

❌ BAD: "Tractatus is the solution to AI governance" ✅ GOOD: "Tractatus offers architectural

enforcement. If that's not what you need, use something else"

❌ BAD: "All organizations need Tractatus" ✅ GOOD: "Organizations with high-consequence AI

failures and regulatory obligations may find Tractatus relevant—others may not"
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❌ BAD: "This is the right approach to AI ethics" ✅ GOOD: "Organizations hold different moral

values—Tractatus provides architecture to enforce YOUR chosen values, not ours"

Rationale

Claiming universal applicability signals arrogance and ignores context diversity. Different

organizations have different needs, capabilities, and value systems. Tractatus is architectural

infrastructure—what values it enforces depends on the organization deploying it.

Rule inst_088: Awakening Over Recruiting

Quadrant: STRATEGIC Persistence: HIGH Enforcement: BoundaryEnforcer + Cultural

Sensitivity Audits

Rule Text

Content should help organizations discover governance gaps, not recruit them as users. Present

assessment frameworks and decision criteria rather than sales pitches. Language should enable

self-selection: sophisticated audiences who need architectural governance recognize relevance,

others recognize non-relevance. Avoid CTAs, ROI claims, urgency tactics.

Prohibited Recruitment Patterns

Call-to-action language ("Contact us", "Get started", "Request demo")

ROI calculations ("300-1,600% return on investment")

Urgency tactics ("Limited time", "Act now", "Don't miss out")

Social proof ("Join 500+ organizations", "Trusted by enterprises")

Competitive positioning ("Better than X", "Unlike competitors")

Encouraged Awakening Patterns

Assessment frameworks ("Does your regulatory context need architectural evidence?")

Decision criteria ("If you have X needs and Y capacity, architectural governance may be

appropriate")

Gap identification ("Can you demonstrate governance to regulators with current approach?")

Self-evaluation tools ("Governance theatre vs enforcement checklist")
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Self-Selection Design

Sophisticated audiences see:

Technical assessment of architectural governance

Honest disclosure of validation limits

Recognition of context-dependent appropriateness

Conclusion: "This might address our specific regulatory obligations—we'll evaluate"

Tire-kickers see:

No ROI promises

No "proven solution" claims

No competitive differentiation

Conclusion: "This seems complicated and uncertain—not for us"

Examples

❌ BAD: "Schedule a demo to see ROI for your organization" ✅ GOOD: "Assess whether

architectural governance addresses your regulatory obligations"

❌ BAD: "Join 500+ organizations using Tractatus" ✅ GOOD: "Tractatus validated in single-

project context—your evaluation determines relevance"

❌ BAD: "Don't let competitors get ahead with AI governance" ✅ GOOD: "If your answer is

'policies' or 'training', you have theatre. If your answer is 'architectural blocking with audit trail', you

have enforcement"

Rationale

Recruitment language signals commercial intent and undermines trust. Tractatus aims to raise

awareness of governance gaps—organizations with real needs will recognize relevance through

assessment frameworks, not sales pitches. This approach attracts the right users: those who

genuinely need architectural governance, not those responding to marketing.
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Rule inst_089: Architectural Constraint Emphasis

Quadrant: STRATEGIC Persistence: HIGH Enforcement: CrossReferenceValidator +

BoundaryEnforcer

Rule Text

Emphasize architectural enforcement over behavioral guidance. Highlight structural mechanisms

that constrain AI behavior (blocking, audit trails, external validation) rather than training, prompting,

or voluntary compliance. Phrase: "More training prolongs the pain"—behavioral approaches scale

poorly with capability growth.

Architectural vs Behavioral Patterns

Architectural (Encouraged):

Blocks violations before execution

External validation needed

Audit trails cannot be bypassed

Structural constraints independent of AI training

Pre-commit hooks reject violations

System cannot run without passing governance checks

Behavioral (Discouraged):

Training AI to behave correctly

Prompt engineering for compliance

Guidelines hoping for adherence

Ethical fine-tuning of models

Policies needing voluntary compliance

"AI should follow these principles"

Key Phrase

"More training prolongs the pain"

Training-based approaches degrade as:
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Model capabilities increase (context pressure)

Time pressure mounts (production urgency)

Edge cases emerge (novel contexts)

Incentives shift (business needs vs compliance)

Architectural constraints resist degradation because they're external to AI runtime.

Examples

❌ BAD: "Train AI to respect privacy policies" ✅ GOOD: "Architectural hooks block credential

writes before execution—AI cannot bypass regardless of training"

❌ BAD: "Help AI follow ethical guidelines" ✅ GOOD: "BoundaryEnforcer prevents values

decisions from executing without human approval"

❌ BAD: "Constitutional AI provides responsible behavior" ✅ GOOD: "Training provides coverage,

but architectural enforcement handles behavior at deployment"

Rationale

Behavioral approaches (training, prompting, policies) degrade under pressure and scale poorly

with capability growth. Architectural constraints remain effective because they're external to AI

systems—violations are prevented structurally, not through AI "deciding" to comply. This distinction

is core to Tractatus philosophy.

Refinement 3: Value-Plural Positioning (Extension to

inst_087)

Date: October 2025 Integration: Extends inst_087 (One Approach Framing) Status: Active

Context

Organizations hold diverse moral values based on different ethical traditions:

Utilitarian: Maximize aggregate welfare

Deontological: Respect individual rights regardless of outcomes

Virtue Ethics: Cultivate character and excellence
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Care Ethics: Prioritize relationships and context

Pluralist: Multiple values without single hierarchy

No single moral framework is universally correct. AI governance should accommodate value

plurality.

Tractatus Stance

Tractatus is amoral infrastructure—it doesn't impose moral values, it enforces

ORGANIZATIONAL chosen values architecturally.

Two organizations with opposite moral priorities can both use Tractatus:

Organization A (Utilitarian): Configure rules to maximize efficiency across stakeholders

Organization B (Deontological): Configure rules to protect individual rights even at efficiency

cost

Both configurations are legitimate uses of Tractatus architecture.

Implementation

This manifests in:

1. Configurable governance rules (organizations define their own values boundaries)

2. PluralisticDeliberationOrchestrator (facilitates value conflict resolution without imposing

hierarchy)

3. Documented dissent (minority value positions preserved in audit trails)

Examples

❌ BAD: "Tractatus enforces ethical AI" ✅ GOOD: "Tractatus enforces YOUR organizational

values—what those values are is your decision"

❌ BAD: "Framework provides fairness" ✅ GOOD: "Framework provides architecture to enforce

your fairness definition—organizations define fairness differently"

❌ BAD: "This is the right approach to AI ethics" ✅ GOOD: "Organizations navigate value

conflicts through their own moral frameworks—Tractatus provides infrastructure for enforcement"
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Rationale

Imposing single moral framework signals Western/tech-industry value hegemony. Different

cultures, industries, and organizations legitimately hold different values. Tractatus enables

enforcement of plural values architecturally, not prescription of uniform values behaviorally.

Enforcement Architecture

Cultural DNA rules are enforced through layered mechanisms:

Layer 1: Pre-commit Hooks

scripts/check-prohibited-terms.js  blocks inst_017 violations (absolute terms)

Prevents commits with "guarantee", "provides 100%", "eliminates all", etc.

Layer 2: Framework Components

CrossReferenceValidator: Checks new content against inst_085-089 during creation

BoundaryEnforcer: Blocks values-sensitive content decisions needing human approval

PluralisticDeliberationOrchestrator: Audits content for cultural sensitivity violations

Layer 3: Cultural Sensitivity Audits

Automated scans detect patterns violating inst_085-089

Logged to MongoDB for continuous learning

Phase 3 learning cycles refine detection patterns

Layer 4: Session Initialization

scripts/session-init.js  loads all active instructions at session start

Claude Code operates under Cultural DNA constraints from first interaction

Research Implications

These rules represent governance through architecture applied to content creation—the same

philosophy Tractatus applies to AI systems.
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Traditional approach: Write governance policies, hope AI follows them Tractatus approach:

Encode governance in architecture, prevent violations structurally

Traditional content governance: Style guides, editorial review (voluntary) Tractatus content

governance: Automated rejection of violations (architectural)

This consistency between framework philosophy and framework communication reinforces

credibility: Tractatus doesn't just advocate architectural governance, it IS architecturally governed.

References

Instruction History: .claude/instruction-history.json  (live rules database)

Implementation Plan: docs/outreach/CULTURAL-DNA-CONSOLIDATED-PLAN.md

Audit Logs: MongoDB tractatus_dev.audit_log  collection

Organizational Theory: docs/organizational-theory-foundations.md

For researchers: These rules demonstrate how value-based constraints can be enforced

architecturally in AI systems. The same principles that prevent AI from exposing credentials also

prevent marketing language from entering documentation—structural enforcement, not behavioral

guidance.
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